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Comparing Populations
• We have assumed that there is only a single population of 

interest.


• What if we have two independent populations, and we wish to 
compare them?


•  from a population with  and .


•  from a population with  and .


•  for all .

X1, …, Xn E[Xj] = μ1 var(Xj) = σ2
1

Y1, …, Ym E[Yj] = μ2 var(Yj) = σ2
2

Xj ⊥ Yℓ j, ℓ



Comparing Populations
• We want to compare  and .


• Does one type of component last longer than another?


• Is one treatment more effective than another?


• Are the two facilities equivalent in terms of produced yield?


• The same techniques we have already seen will produce 
confidence intervals and hypothesis tests for the difference.


• We only need to understand the sampling distribution.

μ1 μ2



Estimating the Difference
• Recall that  is an estimator for  and  for .


• It seems reasonable to use  as an estimator for .


• This is an unbiased estimator.


• The variance of .


• If the populations are normally distributed or if both  and  
are large, we know that  is approximately normal.

X μ1 Y μ2

X − Y μ1 − μ2

var(X − Y) = var(X) + var(Y) =
σ2
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Test Statistic for the Differences
• As a result, we can consider our standardized test statistic





• This quantity can then be used to form confidence intervals or 
test for hypotheses exactly as we have seen for the one 
sample case.

Z =
(X − Y) − (μ1 − μ2)

σ2
1 /n + σ2

2 /n
·∼ N(0,1)



Confidence Intervals for the Differences
• Based on the test statistic we can take an  CI 

to be given by 





• The same procedure works for .

100(1 − α) %
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Hypothesis Tests for the Differences
• If we wish to test  versus the alternative 

that  this proceeds as expected.


• Assuming the null hypothesis is true ...





• P-values or critical values are exactly as before.

H0 : μ1 − μ2 = Δ0
H1 : μ1 − μ2 ≠ Δ0

T( ̂Δ , Δ0) =
(X − Y) − Δ0

σ2
1 /n + σ2

2 /m
·∼ N(0,1)



Assumptions and Alternatives
• If both populations are normal with known variances, this 

procedure is exact.


• If at least one population is non-normal, with known 
variances, then this is approximately accurate for large  and 

.


• If the variances are not known, can be replaced by  and , 
in the above cases, for an approximately correct result.


• Otherwise, different distributions are required.
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